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services requires in the long run a quality-of-service (QoS) U .ORt'/DQ S_] [Multicast/OoS] (T T \:
solution better than the best-effort service provided by IP. Failue plas 2 ' ‘o
to widely deploy either one of the main architectures for IP QoS, -7
integrated services (IntServ) or differentiated services (Diff&rv),
has fueled research into alternate solutions based on overlay
networks on top ofip. ... TR
At Blekinge Institute of Technology (BTH) we are working eSS \
towards an architecture for multimedia distribution in overlay [ TCPIP ] [ Gnutella ]
networks. An important part of this architecture is QoS overlay | |
routing.
This paper discusses Overlay Routing Protocol (ORP), a
framework for unicast overlay routing, which will be used to
test various QoS routing protocols and algorithms.

Abstract— The emergence of new types of popular multimedia [

TCPIP ][ TCPIP

Fig. 1. ROVER architecture
I. INTRODUCTION

During the last decade the Internet community has wit- , , o
nessed the proliferation of multimedia services such asevoia'9eted architecture. One important part of the architeds
over IP (VolP), videoconference, live Internet TV/radiodanQOS routing in overlay networks.
video on demand (VoD). A common feature for these services
is the requirement for network paths that satisfy constsasn Il. ROVER ARCHITECTURE
specific QoS parametees g. ,available bandwidth, maximum

delay and delay jitter. The goal is to ensure that enougta|

resources are available such that the end-user is satisiied Vfﬂevelopment testing, evaluation and performance arsatyfsi
the quality of the received service. different solutions for overlay routing, while requiringmmal

Currently, there are two different QoS architectures fcH’hanges to the applications making use of the platform. The

In_ternet Protocol (IP)-based _networ_ks: IntServ [_1] angroject aims to do this by implementing a middleware system,
DiffServ [2]. IntServ defines a fine-grained system witer- o, nqing two set of APIs — one for application writers, and
flow management. DiffServ defines a course-grained systeffe for interfacing various overlay solutions

where flows belonging to a specific QoS class are manage

?S g tgro;p. I:lenher archltectlIJre dhas bezn.md:;aly 5deF;0yﬁﬂjch research in recent years. Systems such as Chord [11],
10 date due to reasons amply discussed in [ .H ] omg [12], and Kademlia [13] have been proposed and studied
important issues include lack of a viable economical sofuti from various aspects. The similarities in the functiowyalit

for_ r?etwo”‘ operators, poor b_ack_wardS_ compqtlblllty W't%f these and other structured overlay routing systems have
existing technology and difficulties in the interactionweén resulted in a suggestion for a common application program-

different network operators. Several research projecise haming interface (API) for structured overlays [14]. The ROYE

therefore attempted to provide overlay-based QoS SOMiOr%search group uses this APl as a starting point for the

on top of IP's best-effort service [6]-[9]. Current statuk o

oS routing research and existing challenges are discmsegevelopment of the ROVER middleware,
dQetaiI in [1%] 9 9 The common API [14] is designed to abstract structured

. . overlays,i.e., overlays whose topologies follow a specific
At BTH we are working towards an architecture for mul- ; L
timedia distribution in overlay networks. The work inclm;degeommry imposed by the distributed hash table (DHT) they

evaluation and enhancement of various parts required b See' These overlays are in contrast with unstructured ayerl
P q y} which there is no internal structure, and the system can

be viewed as emergent. An important goal of the ROVER

The authors would like to thank Euro-NGI and the Swedish rire iddl is t gt t b thpt t gd d tructured
Infrastructure Foundation (11S) for supporting and gragtihe ROVER project miadieware 1S 10 abstract botn structured and unstructure

during 2006 and 2007. overlays.

The project Routing in Overlay Networks (ROVER) pur-
ed by BTH aims at developing a platform to facilitate

verlay routing frameworks have been been the subject of



The ROVER architecture is shown in Fig. 1. The tojs not willing to wait until the whole stream data is receiyved
layer represents various protocols and applications usiag but would rather start watching and listening to it as soon as
ROVER API. The middle layer is the ROVER middlewareenough data is available for rendering.
with associated API. Finally, the bottom layer represents By interactive multimedia streams, we mean streams gener-
various transport protocols that can be used by the ROVERed by user interaction as in a video conference or a VoIP cal
middleware. Only the left box, denoted ORP, in the top lager Conversely, non-interactive multimedia streams do natlires
the figure is within the scope of this paper. ORP is a framewosky interaction between users as is the case of Internet TV or
that allows us to study various types of problems and saistiomusic streaming.
related to unicast QoS routing. Applications on top of the QoS layer request overlay paths
to certain destinations, along with specific constraintschied
to each pathd. g., minimum bandwidth required, maximum

ORP is part of a larger goal to research and developdalay and delay jitter tolerated). We expect the source siode
QoS layer on top of the transport layer. The main idea is & compute the feasible path for each flow that originates
combine an ORP together with additional QoS mechanisfism them. The path information is later communicated to the
such as resource reservation and admission control intdSa Q@des on the corresponding path as part of the ORP operation.
layer. User applications that use the QoS layer can obtdin sssentially, all source nodes compete among each other for
QoS guarantees. These applications will run on a end-hogtgrlay resources.
without any specific privileges such as the ability to cohtro \we assume that each node is capable of estimating its
the internals of TCP/IP stack, the operating system, orrothgailable host resources.@. ,RAM, storage) as well as link
applications that do not use the QoS layer. Nodes in the OBRperties ¢. g., residual bandwidth, round-trip time (RTT))
overlay use the User Datagram Protocol (UDP) to transpe jts one-hop neighbors in the overlay. Nodes are expected
application data, similar to the solution reported in [6). Ito exchange this information using some form of link-state
terms of the OSI protocol stack, the QoS layer is a sub—lay@;uting protocol implemented by ORP.
of the application layer. Applications may choose to us&'it 0 Fyrthermore, we assume that the QoS layer cannot interfere
bypass it. with the general resource usage (either in terms of host or

The QoS layer implementger-flow QoS resource manage-network resources) other than those used by the QoS layer
ment. In contrast to IP routing, we envision that it is mostlyselt. |n other words, the QoS routing protocol cannot perf
end-nodes in access networks that take part in the routingource reservation other than on residual resources (e-
protocol. IP routers are not required to take part or be awBiregqrces not used by other applications running simultasigou
the QoS routing protocol running on the end-nodes. In othgh the node). Obviously, ifll applications on a node run
words, we propose a QoS layer on top of the best-effort servign top of the QoS layer, then true resource reservation can
provided by IP. Since a best-effort service leaves room fgg performed for the host resources. Network resources will
uncertainties regarding the resource allocation, we ait§ othowever always be fluctuating due to traffic streams outside
for soft QoS guarantees. . _ . the control of the QoS layer.

ORP requires that nodes interested in performing QoSgome resource fluctuations may drive the node into resource
routing form an application-layer overlay. The overlay mayarvation. During resource starvation the node is unable t
be structured i(e., a DHT) or unstructured. The only re-ponor some or all of the QoS guarantees. This type of events
quwemen_ts fo_r it are the ability to forward messages and H’?ay lead to degradation in the quality of rendered meelig.(,
address individual nodes through some form of universallrough MPEG frames that are lost, garbled, or arrive tag)lat
unique identifier (UUID) [15]. Applications on top of the QoS layer may be able to

The type of services considered for the Q0S layer afgierate quality degradation for very brief periods of time
currently restricted to those that require interactive and- o an recover from brief degradation by using forward error
interactive live unicast multimedia streams. In the fufwe . action (FEC) codes or retransmissions.
will conS|der.othef service types as wedl. 4., multicast). _ . However, prolonged quality degradation may eventually

By a multimedia stream, we mean a stream containifg, t, yser dissatisfaction with the quality of the service
audio, video, text€.g., subtities or Text-TV), control data g5, node must therefore carefully monitor the link prapert
(e.g., synchronization data), or a combination thereof. If ap, oach of its immediate neighbors. If resource starvation i

application choqses to use several m_edia streamg. (one detected (or anticipated) then a new feasible path must be
stream per media type), the QoS routing protocol treats th%?md and traffic re-routed on it. This mechanism must be
independently of each other and assumes that the appﬁcalij8bust enough to avoid route flapping

is capable on its own of performing synchronization or any
other type of stream merging processing.

The multimedia streams within the scope of ORP are of uni-
cast type,. e., point-to-point (one-to-one). Multicast streams The path selection algorithms are an essential part of QoS
(one-to-many) are subject for later research. Furtherptbee routing. In general, the path selection problem is posedthén t
streams we consider are live, which means that the receifemm of an optimization problem. The network is represented

[1l. OVERLAY QOS ROUTING

IV. QOS MTH SELECTION ALGORITHMS



by a directed graplis = (V,E) whereV is a set oft’ nodes A. SAMCRA

(vertices? andi is a set of dirgcted links (gdges). Self-Adaptive Multiple Constraints Routing Algorithm
Each link has a number afdditiveQoS metrics€. g.,delay (SAMCRA) is based on the following four key concepts [18,

and delay jitter) as well agon-additiveQoS metrics €.9., 19]:

metrics can be resolved by pruning the links of the graph that  apility to satisfy allm constraints.

do not satisfy the constraints [16]. Additive metrics arereno , 3 k-shortest path approach, which first shortest, the sec-

difficult to handle. Foi = 1, ..., m we denote byw;(u, v) the ond shortestetc, up thek-shortest path.
i-th additive metric for the linKu, v) between nodes andv « non-dominated paths, which is a technique that can
such that(u,v) € E. Givenm additive constraintd.; for the dramatically increase the computational efficiency.
requested path, the multi-constrained path (MCP) optitiiza , |ook-ahead that reduces the search-space of possible
problem is finding a path that satisfies paths.
wi(P) 2 Z wi(u,v) < L; Q) B. The Simplex Method
(u,0)EP The simplex method is one of the most popular methods of
mathematical programming for linear optimization probéem

fori=1...m. with linear constraints [20, 21]. The method can be made more

In some cases there is also an objective functorthat efficient by use of LU-decomposition [20].
needs to be minimized or maximized, g., a global cost LU-decomposition can also be used to efficiently solve a
function. In these cases we have what is called the mulsystem of linear equations [22, 23]. This means that a well
constrained optimal path (MCOP) problem [16]. designed simplex method can be used for both MCP and

Our focus is on path selection algorithms that can wofdCOP problems.
in the scenario described in Section Ill. In particular we aic. Gradient Projection Method

interested in algorithms that can hande the following éssu This method is related to the steepest descent method used

» multiple constraints:most often we will be looking for unconstrained optimization problems. The gradienjgaro
for paths that satisfy two or more constraints. Wéon method can be applied to general nonlinear constrained
consider in general problems with linear constraints. lgptimization problems [20]. Typically, the method convesg
some problems there is an additional objective functiampidly to a neighborhood of the optimal solution. However,
that needs to be minimized or maximized. We do n@onvergence speed to optimal solution inside the neigltoorh
consider paths with several objective functiomsg., depends on the problem parameters [24].
simultaneous minimal delay, maximum bandwidth. D. Conjugate Gradient Method

« dynamic environmentsthe algorithms must be able to The conjugate gradient method is one of the best gen-
cope with changes in the environmest,g., resource €ral purpose methods for unconstrained optimization prob-

fluctuation, churn. If the changes are small, then '§Ms [20]. . . _ _ _
local search may prove to be less computationally Our reason to consider this method is two-fold. First, this

expensive than if the optimization algorithm is rurnethod can be used to solve a system of linear equations
over the entire search space. Some algorithms can & Shown in [23]. Second, many constrained optimization
this automatically, through time-dependent objectiv@mb'ems can be converted to unconstrained form through
functions, others can be combined with local seardffgrangian relaxation or through the introduction of pgnal
methods and the remaining algorithms perform @ barrier functions [17, 20, 25]. At that point, it may be
full search every time the environment changes [17pOSSible to use the conjugate gradient method to solve the
The computational overhead of running a full searcinconstrained problem.

compared to the other two algorithms types is highlg. Particle Swarm Optimization

dependent on the optimization problem and algorithms

. X Particle Swarm Optimization (PSO) falls into the category
in question.

of computational swarm intelligence [17]. It is based on
“ o, . emergent behavior of neighboring individuals. In PSO, each
» 'realtime” performance demandthe algorithm mL!St be article represents a potential solution to the problem. By
able to CompUte the fea5|b_|e routes_f(_)r each Imkat ?tering the position and speed of each particle according t
update: Thls. may be. particularly difficult to aCh'eV%pecific rules, the swarm searches the multidimensionaespa
for optimization a]gorlthms that perform a full searcl}or the optimal solution [17].
whenever the environment changes. The classical PSO can be applied to unconstrained optimiza-
tion problems. However, there are several mechanisms&mat c
Below is a short presentation of the methods that wee applied to PSO to allow it to solve constrained optimati
consider for path selection. problems [17].



V. FUTURE WORK [11]

We will evaluate diverse ORP solutions by using both
simulation and live testing. The simulations will allow us t
fine-tune the routing protocol and to test the performance B!
the routing algorithms. The next step will be to run several
experiments on PlanetLab [26]. We are particularly intexés [13]
in experiments to evaluate the protocol overhead, the sscce
rate of the algorithms and the scalability of the entire 8ofu ;4

We will also investigate solutions that allow ORP to use
hierarchical routing for networks with a large number oftsos [15]
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