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Abstract— The paper reports on recent developments and challenges
focused on multimedia distribution over IP. These are subjet for
research within the research project "Routing in Overlay Neworks
(ROVER)”, recently granted by the EuroNGI Network of Excellence
(NoE). Participants in the project are Blekinge Institute of Technology
(BTH) in Karlskrona, Sweden, University of Bradford in UK, U niversity
of Catalunia in Barcelona, Spain and University of Pisa in Ialy.

The foundation of multimedia distribution is provided by several
components, the most important ones being services, contedistribution
chain and protocols. The fundamental idea is to use the Interet for
content acquisition, management and delivery to provide, .g., Internet
Protocol Television (IPTV) infrastructure with Quality of Service (QoS)
facilities. Another important goal is to offer the end user he so-called
Triple Play, which means grouping together Internet accessTV and
telephone services in one subscription on a broadband conciion. Other
important issues are billing, copyright, encryption and auhentication.

The research project is considering the recently advancedP Mul-
timedia Subsystem (IMS), which is a set of technology standds put
forth by the Internet Engineering Task Force (IETF) and two Third
Generation Partnership Project groups (3GPP and 3GPP2). IN& offers
a wide range of multimedia services over a single IP infrasticture with
authentication facilities and, for wireless services, roming capabilities.
Furthermore, the research project is also considering ovday routing as
an alternative solution for content distribution.

. INTRODUCTION

Today, the telecommunication industry is undergoing tw@adr
tant developments with implications on future architeaksolutions.
These are the irreversible move towards IP-based netwgpraimd
the deployment of broadband access in the form of diverséadDig
Subscriber Line (DSL) technologies based on optical fiber fagh-
capacity cable but also the WIMAX access (IEEE 802.16 Woididw
Interoperability for Microwave Access) [37]. Taken togeththese
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one subscription on a broadband connection. Other impoitanes
are hilling and content protection, e.g., copyright issu@wryption
and authentication (Digital Rights Management).

The convergence between fixed and mobile services that is
rently happening in the wide and local area networking isseigd to
happen in home networking as well. This puts an additionedémon
multimedia distribution, which means that wireless accasstions
of different types (e.g., WiIMAX) must be considered as wé&khe
consequence of adding Triple Play to wireless services dsvknas
Quadruple Play.

It is important to consider mechanisms and protocols puhfby
the Internet Engineering Task Force (IETF) to provide a sbland
systematic design of the basic infrastructure, and prdgosoch as
Session Initiation Protocol (SIP) should be taken into @erstion.
Another important IETF initiative is regarding content tdisution
issues, which are addressed, e.g., in the IETF WG for Comént
tribution Networks (CDN) and Content Distribution Intetwerking
(CDI). Furthermore, new developments within wireless camita-
tions like the IP Multimedia Subsystem (IMS) [10] are highiyevant
for such purposes. Similarly, the new paradigms recentieldped
for content delivery application-based routing (e.g..gobsn Peer-to-
Peer (P2P) solutions) can be considered as alternativéicswufor
the provision of QoS on an e2e basis, without the need tocefte
IPv4 routers with IP DiffServ routers. The main challengeréiore is
to develop an open architectural solution that is techlyidabsible,
open for future development and services and cost-eftectiv

The rest of the paper is as follows. Section Il briefly repans
recent developments in CDN as well as on some importanterigels
related to CDN. Section Il is reporting on developments vertay

developments offer the opportunity for more advanced andemarouting and on important research challenges. Section tédcated

bandwidth-demanding multimedia applications and sesvieeg.,
Internet Protocol Television (IPTV), Voice over IP (VolPnline
gaming. A plethora of QoS requirements and facilities asseiated
with these applications, e.g., multicast facilities, highndwidth,
low delayijitter, low packet loss. Even more difficult is fdne
service provider to develop a networking concept and toajeph
infrastructure able to provide end-to-end (e2e) QoS foliegions
with completely different QoS needs. On top of this, the aedhural

to the research project ROVER, and a short presentationeaiiin
research solutions suggested in the project is done. firgdiction
V concludes the paper.

Il. CONTENTDISTRIBUTION NETWORKS

Content Distribution Networks (CDNSs) are networking simos
where high-layer network intelligence is used to improve pierfor-
mance in delivering media content over the Internet, asifstance in

solution must be a unified one, and be independent of the siccd®e case of static or transaction-based Web content, sirganedia,

network and content management (i.e, content acquisistorage
and delivery). Other facilities like billing and authergtion must be
provided as well.

The foundation of multimedia distribution is provided bywesel
components, the most important ones being services, dodismni-
bution chain, protocols and standards. The basic idea isé¢othe
Internet for content acquisition, creation, management delivery.
An important goal is to offer the end user the so-called Eriplay,
which means providing Internet access, TV and telephonacsesrin

real-time video, radio.

There are three distinct categories of content deliverynein
streaming, on-demand and push [23]. The ultimate goal iptionize
the delivery process. The delivery of static, streaming dyclamic
content to users is customized in a reliable, secure andhltsdeal

cur

manner to allow for more efficient bandwidth management, emor

intelligent and more flexible content delivery.
The main entities in a CDN are the network infrastructureteot
management, content routing and performance measure/@ent.



tent management concerns the entire content workflow, fradian
encoding and indexing to content delivery at edges inclydiiso

to cover a specific CDN. Several placement algorithms haen be
suggested, e.g., Greedy [36], Hot Spot [31] and Tree-Basgida

ways to secure and manage the content. Content routing mmncg21], each of them with own advantages and drawbacks.

delivering the content from the most appropriate servehédient

Another challenge is the selection of the content to be outsal

requesting it. Finally, performance measurement is cemnsitlas part to meet the customers needs. An adequate management strateg
of network management and it concerns measurement tegieslo for content outsourcing should consider grouping the cunbased

used to measure the performance of the CDN as a whole.

on correlation figures or access frequency and replicatectdbj

The fundamental concept is based on distributing content it® units of content clusters. Furthermore, given a specifiaNC
cache servers located close to end users, thus resultingtterb infrastructure with a given set of surrogate servers aneécssd

performance, e.g., maximized bandwidth, minimized |ay§itter,

content for delivery, it is important to select an adequatdicp

improved accessibility. CDNs are composed by multiple Boinfor content outsourcing, e.g., cooperative push-basecpaperative

of Presence (PoP) with clusters (so-called surrogate igr¢kat
maintain copies of (identical) content, thus providingtbebalance

pull-based, cooperative pull-based [27]. These policiesaasociated
with different advantages and drawbacks. Today howevest rab

between cost for content providers and QoS for customerdN Chhe commercial CDN providers use uncooperative pullingisTh

nodes are deployed in multiple locations, in most casesedlac
different backbones. They cooperate with each other, perestly
moving content to optimize the delivery process and to pi®visers
the most current content. The optimization process mayltresg.,
in reducing the bandwidth cost, improving availability angproving
Qos [27].

done although non-optimal methods are used to select thmapt
server from which to serve the content. The challenge is tvige
an optimal trade-off between cost and user satisfactiortectthiques
such as caching, content personalization and data minimpeaised
to improve the QoS and performance of CDN.

An important parameter to be considered is CDN pricing. Jpda

The client-server communication flow is replaced in CDN by twsome of the most significant factors affecting the pricing@&fN ser-

communication flows, namely one between the origin servdrthe
surrogate server and the other between the surrogate serdethe
client. On top of that, questions related to QoS, contentinadting
and multipath routing heavily complicate the picture. Resia for
content delivery are intelligently directed to nodes the aptimal
with reference to some parameter of interest, e.g., minimumber
of hops, or networks, away from the requester.

vices are bandwidth cost, traffic variations, size of conteplicated
over surrogate servers, number of surrogate servers, andtgecost
associated with outsourcing content delivery [16]. It isllvkmown
that cost reduction occurs when technology investmentsvafbr
delivering services with fewer and cheaper resources. Thati®n
is however more complex in the case of CDN since higher baditiwi
and lower bandwidth cost also have as a side effect that masto

Performance measurements are primarily used to monitéfictra develop more and more resource-demanding applicatiomshaitder

characteristics and gather QoS information about the CDffid
characteristics provide vital clues to the service pravialeout how

the network is being used and they serve as input for netwiank- p

ning (e.g., upcoming hardware and software upgrades).aResers
can build traffic models for various traffic characteristieghich

demands for QoS guarantees.

I1l. ROUTING IN OVERLAY NETWORKS

Overlay networks have recently emerged as a viable solution
to the problem of content distribution with multicastingda®oS

can be used to evaluate existing services or design new &oes. facilities. Overlay networks are networks operating on theer-

example, at BTH we have performed detailed analysis of Bi€rd
and Gnutella traffic that have resulted in parsimoniouditrafiodels
suitable for simulation [8], [9], [18], [19].

domain level, where the edge hosts learn of each other aisgédba
on knowledge of underlying network performance, they foowskly
coupled neighboring relationships. These relationshies used to

The QoS information provided by performance measuremaarts dnduce a specific graph, where nodes are representing husedges

be used to off-load congested portions of the network byotging
traffic flows and by performing load-balancing [1]. Howewhis can
be quite challenging as in a large network it is not possibleapture

are representing neighboring relationships. Graph atigiraand the
associated graph theory can be further used to formulaténgou
algorithms on overlay networks [29]. The main advantageveflay

a consistent QoS state for the network as a whole. Additypnahetworks is that they offer the possibility to augment therdBting
in the case of active measurements the probe rate is a difficat well as the QoS functionality of the Internet.

question. Probing the network too often may affect the nreasu

traffic, whereas seldom probing may lead to inaccurate t®esul
Organizations offering content to geographically disttéa clients
usually sign a contract with a CDN provider and distribute ¢bntent

One can state that, generally, every P2P network has anagverl
network at the core, which is mostly based on TCP or HTTP conne
tions. The consequence is that the overlay and the physatalonk
can be separated from each other as the overlay connectionstd

over the CDN by using a specific overlay model. Today, soméef treflect the physical connections. This is due to the abstractfered

most popular commercial CDN providers are Akamai [2], N2,
Mirror Image Internet [24] and LimeLight Network [22].

by the TCP/IP protocol stack at the application layer. Fentiore,
by means of cross-layer communication, the overlay netwark be

In practice, there are several challenges that must be dsotve matched to the physical network if necessary. This offengoirrant

order to offer high-quality distribution at reasonablecps [27], [28].

Some of the most important questions are related to wherdatee p

the surrogate servers, which content to outsource, whiahtige to
use for the selected content outsourcing, how to explo# daihing

advantages in terms of reduction of the signaling traffic.
Overlay networks allow designers to develop their own rayti

and packet management algorithms on top of the Internetmiasi

situation happened with the Internet itself. The Internas$ weveloped

to improve the performance and what model to use for CONmgici as an overlay network on top of the existing telephone né¢wor

It is very important to choose the best network placement
surrogate servers since this is critical for the contensawtcing
performance. A good placement solution may also have otbstiye
effects, e.g., by reducing the number of surrogate serveesied

fovhere long-distance telephone links were used to conneciuters.
Overlay networks operate in a similar way, by using the Imter
paths between end-hosts as "links” upon which the overlayeso
data, building a virtual network on top of the network. Theule



is that overlay networks can be used to deploy new protocats a As with active traffic measurements, there are importanstipes

services atop of IP routers without the need to upgrade thers

that must be answered related to the impact of the measutemen

Routing overlays operate on inter-domain IP level and can Ipeobe traffic on network performance, compensation for ffeceof

used to enhance the Border Gateway Protocol (BGP) routidg@n
provide new functionality or improved service. Howeveg thverlay
nodes operate, with respect to each other, as if they weongiel
to the same domain on the overlay level.

Strategies for overlay routing describe the process of pathpu-
tation to provide traffic forwarding with soft QoS guarardest the
application layer. There are three fundamental ways to doing.
These are source routing, flat (or distributed) routing aedanchical
routing. Source routing means that nodes are required o glebal
state information and, based on that, a feasible path is ctedpat
every source node. Distributed routing relies on a similamcept
but with the difference that path computation is done in #rithisted
fashion. This may however create problems, e.g., disgibigtate
snapshots, deadlock and loop occurrence. There are beftgipns
that use flooding but at the price of large volumes of trafficegated.
Finally, hierarchical routing is based on aggregated statained
at each node. The routing is done in a hierarchical way, liogy,
level routing is done among nodes in the neighborhood of &dbg

measurement traffic, difficulties in mapping large systeatsurate
evaluation of the measurement results as well as develdpofen
models for adaptive active traffic measurements.

A number of research activities are being carried out woiddw
focusing on overlay routing for services such as streamimj @n-
demand. Important research questions are, e.g., scajalolierlay
traffic measurements and modeling, data search and rétrieea
balancing, churn handling, QoS provisioning with multicasmulti-
path facilities, congestion and error control in multicastironments
(5], [30], [33], [35]-

IV. ROVER

The research project "Routing in Overlay Networks (ROVER)”
was granted in 2006 by the EuroNGI Network of Excellence [30]
Participants in the project are Blekinge Institute of Teabgy in
Karlskrona, Sweden, University of Bradford in UK, Univeysiof
Catalunia in Barcelona, Spain and University of Pisa inyltal

The main focus in ROVER is on QoS-aware overlay routing in

node and high level routing is done among logical nodes. Thim m multicast environments, as a way to offer soft QoS provisigrior

problem with hierarchical routing is related to imprecisates.
Notably, overlay routing exploits knowledge of underlyimgtwork

specific applications while retaining the best-effort tntt model.
Main research questions are about overlay traffic measursme

performance and adapts the end-to-end performance to astyynmand modeling, overlay multicast, QoS provisioning with tioalst

of nodes in terms of, e.g., connectivity, network bandwidihd

facilities as well as congestion control in multicast eamiments.

processing power as well as the lack of structure among themAn important part of our research is on developing a novedsla

Overlay routing has the possibility to offer soft QoS promsng for
specific applications while retaining the best-effort tntt model.

of routing protocols that we are suggesting. For doing tvs,use
statistics and probability distributions of P2P trafficleoted in our

It can for instance bypass the path selection of BGP to ingromeasurement studies [8], [9], [18], [19].

performance and fault tolerance.

The first of the new suggested routing protocols is called the

A specific challenge is the need to handle the presence of hi@lerlay Routing Protocol (ORP). ORP is a QoS-aware unicast

churn rates in P2P networks [32]. An important consequemndegh

routing protocol, which works in a hybrid fashion, based deas

churn rates is that the topology is very dynamic, which maikes used in the wireless ad-hoc routing protocols AssocigtiBesed

difficult to provide hard QoS guarantees.

There are two main categories of routing protocols for aerl
networks, i.e., proactive protocols and reactive protc8lroactive
protocols periodically update the routing informationgdépendent
of traffic arrivals. On the other hand, reactive protocolslatp the
routing information on-demand, only when routes need torbated
or adjusted due to changes in routing topology or other dimmdi
(e.g., traffic must be delivered to an unknown destinati®npactive
protocols are generally better at providing QoS guaranteeseal-
time traffic like multimedia. The drawback lies in the trafficlume
overhead generated by the protocol. Reactive protocole $edter,
but they experience higher latency when setting up a newerout

Traffic measurements play an important role in overlay nétsjo
as they are part of overlay routing protocols. Since sucliopods
do not control the physical links underneath, they typicatobe
the links to measure parameters such as bandwidth, or jat@nc
packet loss rate. Parameters like average bandwidthysttmte and
frame rate are also important for streaming media. Suchnpeteas
usually represent desirable or minimal or maximal values tiust be
obtained in order to, e.qg., classify the system responseeas-time”.

Routing (ABR) [34] and the Zone Routing Protocol (ZRP) [1%he
main advantage is that ORP is expected to perform betterrunde
churn due to controlled flooding, which reduces traffic oeauh

in case of rerouting. New routes are setup by a reactive pobgto
called the Route Discovery Protocol (RDP), which is basedaon
flooding algorithm. Furthermore, nodes belonging to anhbdistzed
route exchange routing information among themselves atfu thveir
immediate neighbors by using a proactive protocol, calledRoute
Maintenance Protocol (RMP), which is based on a modified link
state algorithm. Proactive protocols for route mainteraoffer the
advantage that they avoid the latency cost of looking upeURMP
attempts to repair existing routes or find alternate routesnanodes
along a path become unavailable or unable to route accotdiQpS
constraints. In case the RMP fails to repair a broken path? @il
fallback on RDP.

QoS constraints associated with each route define an optiimiz
problem. To solve this problem, every overlay node maistairea-
surement information (e.g., bandwidth usage, delay, lats for each
traffic flow. The optimization problem can be solved in selerays.

For example, the measurement data can be used as input taarRan

Traffic measurements can be done, e.g., by collecting log® fr Neural Network (RNN) that uses this information to continsky
caches and streaming media servers. They can be also doneadigpt the existing routes according to the quality expegdnby

deploying software or hardware-based probes througheutdtwork,
especially at the edges of the network. By correlating tifiermation
collected by probes with the information collected from lem@nd
server logs, it is possible to determine performance of mddlivery
and diverse QoS statistics.

traffic flows crossing the node. This is done by Reinforcement
Learning (RL) [13]. Other methods to solve the optimizatmwoblem
may be applied as well, e.g., swarm intelligence [6], [7] aedetic
algorithms [12]. A comparative study will be carried out dmet
performance impact of ORP utilizing various optimizatidgagithms.
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